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Abstract

We prove that every topological dynamical system (X,T ) has a
zero-dimensional principal extension, i.e. a zero-dimensional extension
(Y, S) such that for every S-invariant measure ν on Y the conditional
entropy h(ν|X) is zero. This reduces the discussion of many entropy-
related properties to the zero-dimensional case which gives access to
the various useful tools of symbolic dynamics.

1 Introduction

All the terms used in the introduction are standard, nonetheless they
are explained in the Preliminaries. Given an abstract dynamical sys-
tem (X, T ) in from of the action of the iterates of a continuous trans-
formation T on a compact metric space X, it is of interest to replace it
by another, more familiar system, easier to describe and handle. One
of the possibilities is to lift (i.e. extend) the system to some (Y, S),
whose phase space Y is zero-dimensional. Any zero-dimensional sys-
tem admits a pleasant symbolic array form in which every point is
represented as an infinite array filled with discrete symbols. This rep-
resentation allows one to apply many methods of symbolic dynamics,
for instance to calculate the topological entropy or the entropies of the
invariant measures, and, in fact, many other invariants. Is case we find
such a system (Y, S), we say, that we have found a zero-dimensional
extension. It is an elementary exercise to show that every system has
a zero-dimensional extension. On the other hand, we are naturally
interested in minimizing the “distance” between the original system
(X,T ) and its extension (Y, S). There are at least two levels at which
this minimization can be performed:
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1. We may be interested in minimizing, for each invariant measure
µ on X, the increase of entropy as we lift that measure to an
invariant measure ν on Y .

2. We may want that for each µ there exist a unique lift ν and that
(Y, ν, S) is measure-theoretically isomorphic to (X, µ, T ).

The increase of entropy specified in 1. is measured by the condi-
tional dynamical entropy h(ν|X). In case µ has finite dynamical en-
tropy, this conditional entropy simply equals the difference h(ν)−h(µ),
but the conditional notation is universal. The best one can get in the
category 1. is a principal extension, i.e., such that h(ν|X) = 0 for
every invariant measure ν on Y . An extension which satisfies the
postulate 2. will be call here an isomorphic extension. Clearly, an
isomorphic extension is automatically principal.

For invertible systems (i.e., such that T is a homeomorphism) with
finite topological entropy and satisfying an additional assumption that
it has a nonperiodic minimal factor, the existence of zero-dimensional
isomorphic (hence principal) extensions has already been established
as a consequence of the deep results in mean dimension theory devel-
oped by E. Lindenstrauss and B. Weiss ([L-W] and [Li]). Every such
system satisfies the so-called “small boundary property”, which allows
to rather easily construct its zero-dimensional isomorphic extension.
If the assumption about the existence of a minimal factor is dropped,
the above theory still allows to easily build a zero-dimensional princi-
pal extension: It is elementary to see that the direct product with any
system of zero topological entropy is a principal extension and that
the composition of two principal extensions is a principal extension.
Thus, an arbitrary system of finite topological entropy is first extended
to its direct product with some infinite minimal system of zero topo-
logical entropy (for example an irrational rotation of the circle, or an
odometer) and since such a product already has a minimal nonperi-
odic factor, it can be isomorphically extended to a zero-dimensional
system. The resulting extension is no longer isomorphic, but it is
isomorphic to the intermediate product system.

The existence of an isomorphic zero-dimensional extension is in
fact equivalent to the small boundary property, and E. Lindenstrauss
provided examples showing that both assumptions (finite entropy and
minimal factor) are essential. Thus, for systems with infinite entropy,
even those which admit a minimal nonperiodic factor, we cannot hope
to prove the existence of an isomorphic zero-dimensional extension.

We can, however, still hope to prove the existence of a principal
zero-dimensional extension, but using a different method, not appeal-
ing to mean dimension or small boundary property. This is exactly
what is done in this paper: we prove that every topological dynam-
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ical system (X,T ) has a principal zero-dimensional extension. The
theorem presented herein has the twofold advantage over the same
obtained via the mean dimension theory: of making no restrictions on
the entropy of the dynamical system and of being achieved by more
elementary methods.

Historically, the term principal was probably first used by F. Ledrap-
pier in [Le]. The construction of a principal extension for systems of
finite topological entropy via the mean dimension theory was heavily
exploited in [B-D] in the theory of symbolic extensions. The detailed
description of the passage from the small boundary property to the
principal extension can be found in [D] (in earlier papers it is consid-
ered more or less obvious and left to the reader).

2 Preliminaries

2.1 Basic notions

Dynamical systems. Throughout this work a dynamical system
will be a triple (X,T,S), where X is a compact metric space with
metric d, T is a continuous map on X (invertible or not) and S ∈
{Z,Z+ ∪ {0}} is the index set, depending on whether we consider both
the negative and positive iterates of T (i.e. the action on X of Z) or
only positive ones (i.e. the action on X of Z+∪{0}) — our final result
applies in both cases, but a few details of the proof differ, so we need
to be able to make the distinction. For brevity, where the index set
or transformation are obvious or irrelevant, we will omit them.

Factors, extensions and conjugacies. A dynamical system
(X,T,S) is a factor of the system (Y, S, S) if there exists a continuous
map π from Y onto X such that T ◦π = π◦S. In this situation we also
say that Y is an extension of X. If the map π is a homeomorphism,
we say that X and Y are conjugate.

Odometers. Let {pk}k≥1 be a sequence of positive integers such
that pk+1 is a multiple of pk. An odometer to base pk is defined as
the inverse limit of the sequence Zpk

, i.e. as the subset of the product∏∞
k=1 Zpk

(with the product topology) consisting of sequences {gk}
such that gk = gk+1 mod pk. With coordinate-wise addition G is
a compact, metrizable, zero-dimensional group and with the action
T (g1, g2, . . .) = (g1 + 1, g2 + 1, . . .) it becomes a zero-dimensional dy-
namical system. Define Gk as the set of points g ∈ G such that gj = 0
for j ≤ k. Observe that G is a disjoint union Gk ∪̇TGk ∪̇ . . . ∪̇T pk−1Gk

and that Gk+1 ⊂ Gk. {Gk} is a base of the topology at zero.
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2.2 Zero-dimensional dynamical systems

A dynamical system (Y, S,S) is called zero-dimensional if Y is a zero-
dimensional space, i.e. if it has a base consisting of sets which are
both closed and open. A particularly important class of such systems
are symbolic systems over an uncountable alphabet which we will call
array systems and which are constructed as follows: Let Λk be a
finite set with discrete topology and let Yc =

∏∞
k=1 ΛSj . The points

of Yc can be thought of as arrays (infinite in at least two directions)
{yk,n} where yk,n ∈ Λk. With the action of the horizontal shift S (i.e.
(Sy)k,n = yk,n+1) Yc becomes a zero-dimensional dynamical system.
An array system is any closed, shift-invariant subset Y of such Yc.
Our main object of interests will be marked array systems, i.e. ones
for which there exists a descending sequence of clopen sets Fk that are
unions of cylinders associated to the symbols in Λk (which means that
we can determine whether an array y belongs to Fk by viewing the
symbol yk,0), and a sequence {pk} such that the every point of Y visits
Fk periodically with period pk (this implies that pk+1 is a multiple of
pk). This is equivalent to requiring that Y factors onto an odometer
G to the base pk. The points of such marked systems can be viewed
as arrays with vertical lines inserted at regular intervals: If there is a
marker at some position then there is one in the same column in every
preceding row - see fig. 1.

By a k-rectangle we will mean a finite matrix C = (Cj,n) , j =
1, . . . , k; n = 0, . . . , pk − 1 that has markers in all rows in column 0.
In the array representation such as the one in Figure 1 a k-rectangle is
a rectangle occurring in rows 1 through k of such an array, between two
vertical lines. Every k-rectangle C can be identified with a cylinder
in Y in the standard way: y ∈ C iff yj,n = Cj,n, j = 1, . . . , k; n =
0, . . . , pk − 1. We will denote the set of all k-rectangles by Ck.

. . . 0 1 1 1 00 01 00 01 10 11 1 0 1 1 0 1 1 . . .

. . . 1 2 0 1 20 11 20 02 12 10 1 2 0 0 2 0 1 . . .

. . . 0 1 3 0 21 31 20 10 12 03 2 1 3 0 3 1 2 . . .
. . .

Figure 1: An element of a marked array system factoring onto an odometer
to the base (2, 6, 12, . . .). The boldface numbers form a 3-rectangle.
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2.3 Invariant measures

Denote the set of all probability measures on the sigma-algebra of
Borel subsets of X by M(X). It is a compact, metrizable, convex
set. Let MT (X) be the set of all T -invariant probability measures
on X, i.e. µ is an element of MT (X) if and only if for any Borel set
B we have µ(T−1(B)) = µ(B). MT (X) is a nonempty, closed and
convex subset of MT (X). The extreme points of MT (X) are ergodic
measures, i.e. the ones for which any invariant set has measure either
0 or 1.

For any x ∈ X let δx denote the point mass at x and let

Mn(δx) =
1
n

(δx + δTx + . . . + δT n−1x) .

We will later need the following two facts, both of which are fairly
obvious:

Fact 2.1. For any n the set MT (X) is within the closure of the convex
hull of the set {Mn(δx); x ∈ X}.
Fact 2.2. Let U be an open subset of M(X) containing MT (X).
There exists an N such that for any n > N and any x ∈ X the
measure Mn(δx) is in U .

We will be particularly interested in invariant measures on marked
array systems. Let Y be a marked array system and let d∗ be a
metric on M(Y ) compatible with the weak*-topology. It is a standard
fact in zero-dimensional dynamics that we can assess the proximity of
measures by investigating k-rectangles alone:

Fact 2.3. Let µ, ν ∈ MT (Y ). For any ε > 0 there exist δ > 0 and
k > 0 such that if

|µ(C)− ν(C)| < δ

for all k-rectangles C, then d∗(µ, ν) < ε.

2.4 Entropy

We recall the basic definitions and facts of the entropy theory of dy-
namical systems. Let (X, T ) be a dynamical system and let µ ∈
MT (X). For any finite partition A of X into measurable sets we
define the entropy of a partition as

H(µ,A) = −
∑

A∈A
µ(A) ln µ(A).

Hn(µ,A) =
1
n

H(µ,An),

5



where An =
∨n−1

j=0 T−j(A). The sequence Hn is known to converge to
its infimum, which allows one to define

h(µ,A) = limHn(µ,A).

Finally the entropy of a measure is given as

h(µ) = sup
A

h(µ,A),

where the supremum is taken over all finite partitions of X.
If A and B are two finite partitions of X, then we can define the

conditional entropy of A with respect to B as

H(µ,A|B) =
∑

B∈B
µ(B)H(µB,A),

where µB(A) = µ(A|B). Then we can proceed to define

Hn(µ,A|B) =
1
n

H(µ,An|Bn).

Again, the sequence Hn is known to converge to its infimum, which
allows one to define

h(µ,A|B) = limHn(µ,A|B).

Suppose now that we have a system (Y, S) that is an extension of
(X,T ) by a map π. Let ν be an invariant measure on Y . Any partition
B of X can be lifted to a partition π−1B of Y . Define

h(ν,A|X) = inf
B

h(ν,A|π−1B),

where the infimum is taken over all finite partitions of X. Finally,
define

h(ν|X) = sup
A

h(ν,A|X),

where once again the supremum is taken over all finite partitions of
Y . If the image πν of ν by the factor map π has finite entropy, then
it is not difficult to see that h(ν|X) = h(ν)− h(πν).

We will make use of the following fact.

Fact 2.4. Let Y be an array system and let X be a factor of Y . Let
Rk be the partition defined by cylinders of height k and length 1. Then
for any measure ν on Y we have h(ν|X) = limk h(ν,Rk|X).

To see that it is so, it suffices to observe two facts. Firstly, that
the family {Rk} together with its images under S generates the Borel
σ-algebra on Y . Secondly, if j < k then Rj ≺ Rk, and therefore
h(ν,Rj |X) < h(ν,Rk|X).
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Definition 2.5. Suppose a dynamical system (Y, S) is an extension
of the system (X, T ) via the map π. (Y, S) is a principal extension if
h(ν|X) = 0 for every ν ∈MS(Y ).

If (X, T ) has finite topological entropy, then by the variational
principle πν has finite entropy for each ν in MS(Y ) so the extension
is principal if and only if h(ν) = h(πν) for each ν. In particular (Y, S)
has the same topological entropy as (X, T ).

2.5 Continuity of the entropy functions

In the main proof we will consider entropy as a function of the mea-
sure, and we will need several basic facts about the continuity of this
function which we state without proof. First of all:

Fact 2.6. The function µ 7→ µ(A) is upper semicontinuous if A is
closed and lower semicontinuous if A is open.

Since µ(Int(A)) ≤ µ(A) ≤ µ(A) and the three are equal if the
boundary of A has measure 0, we have the following:

Fact 2.7. The function µ 7→ µ(A) is continuous at every µ such that
µ(∂A) = 0.

Using the fact that the limit defining h(µ,A|B) is also the infimum,
we easily arrive at the following:

Fact 2.8. The function µ 7→ h(µ,A|B) is upper semicontinuous at
every µ such that µ(∂A) = 0 for every A ∈ A and µ(π−1(∂B)) = 0
for every B ∈ B.

Finally:

Fact 2.9. The function µ 7→ h(µ,A|X) is upper semicontinuous at
every µ such that µ(∂A) = 0 for every A ∈ A.

To observe that, note that h(µ,A|X) is the infimum of any se-
quence h(µ,A|Bn), provided that the diameter of the largest set in Bn

tends to 0. Since we can construct partitions into sets of arbitrarily
small diameter that all have boundaries whose measure µ is 0, Fact
2.9 now follows.

3 The main result

Theorem 3.1. Every topological dynamical system has a zero-dimensional
principal extension.

The proof of theorem 3.1 will occupy the remainder of this section.
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3.1 Preliminary reshaping

Let (X0, T, S) be the topological dynamical system for which we shall
be constructing the zero-dimensional principal extension. Let G be
an odometer to some base (pk). What we will actually construct is a
zero-dimensional principal extension (Y, S) of the system X = X0×G
with the product action. Since the odometer has a unique invariant
measure and its entropy is zero, for every measure µ on X we have
h(µ|X0) = 0, Y will be a principal extension of X0 as well (we are
using the fact that h(ν|X0) ≤ h(ν|X) + h(πν|X0)).

Let I denote the one-dimensional torus, i.e. the interval [0, 1] with
the endpoints identified, and let λ be the Lebesgue measure on I.
Any function f : X → [0, 1] induces a partition Af of X × I into two
sets: {(x, t) : 0 ≤ t < f(x)} and {(x, t) : f(x) ≤ t < 1} (i.e. the sets of
points below and above the graph of f). For a family F of functions
we denote by AF the partition

∨
f∈F Af . Two useful observations are

that AF∪G = AF ∨ AG and that F ⊂ G implies AF ≺ AG .

3.2 Constructing the zero-dimensional princi-
pal extension

Fix a sequence of positive numbers εk decreasing to 0. Let {Fk} be a
sequence of families of continuous functions from X into [0, 1] such that
Fk ⊂ Fk−1. Let ηk be the diameter of the largest set in AFk

(in the
product metric on X × I). We will require that ηk tend to 0 and that
ηk be so small that d(x1, x2) < ηk in X implies that x1 and x2 belong
to the same element of the family of clopen sets

{
T i(X0 ×Gk)

}
. This

ensures that every cell of AFk
is completely contained in one of the

sets
{
T i(X0 ×Gk)× I

}
.

Let π(1) denote the projection of X×I onto X. Consider the space
of all formal arrays y = yk,n (k > 0, n ∈ S), such that yk,n ∈ AFk

(we
treat each finite partition AFk

as the alphabet in row k). For an array
y define the sets Kk,n(y) =

{
x ∈ X : d(x, π(1)(yk,n)) ≤ 2ηk

}
(Kk,n(y)

is the 2ηk-neighborhood of the projection onto X of the cell of AFk

appearing as a symbol in y at the position (k, n)). An array y will
be said to satisfy the column condition if for each n the sequence
Kk,n(y) is descending (as k increases). Since the diameter of Kk,n

tends to 0 with k, the column condition implies that the intersection⋂∞
k=0 Kk,n(y) is a single point in X which we will denote by xn(y).

Note that xn(y) is within 2ηk of each set π(1)(yk,n) – a fact that will
be useful later.

Let Yc be the space of all arrays y satisfying the column condition
with the additional requirement that xn+1(y) = Txn(y). Our choice
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of ηk ensures that the elements of Yc have the following two properties:

• In row k the symbols representing subsets of X0×Gk occur every
pk positions.

• If yk,n is a symbol representing a subset of X0×Gk, then yk−1,n

represents a subset of X0 ×Gk−1.

It is easy to see that Yc is a marked array system (the markers in
row k are the symbols representing subsets of X0×Gk) and that with
the action of the horizontal shift S it forms a continuous extension of
(X,T ), where the factor map is πX(y) = x0(y) (by which we mean
xn(y) for n = 0).

We will construct Y as a subsystem of Yc which will in some sense
be the limit of an auxiliary sequence of (disjoint) mutually conjugate
subsystems Yk. We will define Yk inductively, by constructing the
maps Φk : Yk−1 → Yk (these maps will in fact be block codes defined
on rectangles of some order). The main goal will be to ensure that
for any k and all j > k the set MS(Yj) is contained within an open
set Uk ⊂MS(Yc), where the sequence {Uk} (which we will also define
inductively) satisfies the following properties:

U1. Uk+1 ⊂ Uk.

U2. For any k > 0 and any measure ν ∈ Uk we have hν(Rk|X) < εk,
where Rk is the partition defined by cylinders of height k and
length 1.

To begin with, let Y0 be the closure of the set of array-names of
points in X×I under the action of T×id with respect to the partitions
AFk

. In other words, Y0 is the closure of the set of all points y ∈ Yc

such that for some pair (x, t) ∈ X × I and for any k and n we have
(Tnx, t) ∈ yk,n. By a standard argument, Y0 is an extension of X × I
(we will denote the corresponding map by π0) as well as of X itself
and the following diagram commutes:

Y0

π0

{{xx
xx

xx
xx

x

πX

²²

X × I
π(1)

##GG
GG

GG
GG

G

X

Let the set U0 be all of MS(Yc) (all our requirements on the properties
of Uk only apply to the case k > 0).

There are two important observations to be made here: Firstly,
the only points in X × I that have multiple preimages under π0 are
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the ones whose orbits enter the graph of a function from some Fk

(we are using the fact that the graphs of continuous functions are
closed). The product measure µ × λ of the graph of any function is
0, therefore if ν is a measure on Y0 that factors onto a measure µ× λ
on X × I then the set of points in X × I with multiple preimages by
π0 has measure 0, and thus the measure-theoretic systems (Y, S, ν)
and (X × I, T × id, µ × λ) are isomorphic. Secondly, any k-rectangle
in Y0 is associated with a unique cell of Apk

Fk
, the closure of which is

the image (by π0) of this rectangle. Such cells (which are exactly the
cells of Apk

Fk
that are contained in X0×Gk) will be called fundamental

k-cells.
We will now proceed to create the systems Yk, requiring them to

have the following properties:

Y1. For each k, MS(Yk) ⊂ Uk.

Y2. For each k, Yk = Φk(Yk−1) and there exists an increasing se-
quence jk such that Φk preserves rows from jk onwards.

Observe that the property (Y2) ensures that the diagram

Y0
oo Φ0 //

π0

{{xx
xx

xx
xx

x

πX

²²

Y1

πX

§§±±
±±
±±
±±
±±
±±
±±
±

oo Φ1 // Y2

πX

~~}}
}}

}}
}}

}}
}}

}}
}}

}}
}

oo Φ2 // · · ·

X × I
π(1)

##GG
GG

GG
GG

G

X

commutes and that for j ≥ jk we still have the one-to-one correspon-
dence between the j-rectangles of Yk and the cells of Apj

Fj
, since this

correspondence depends only on the contents of row j. Throughout,
πk will denote the factor map of Yk onto X × I defined by composing
the factorization π0 of Y0 with the conjugacy between Y0 and Yk.

Now, suppose we have defined the system Yk−1 and the set Uk−1.
Our task is to create the set Uk satisfying the requirements (U1)-(U2)
and a system Yk such that MS(Yk) ⊂ Uk. Let Mk−1 be the set of all
measures on Yk−1 that factor by πk−1 onto measures of the form µ×λ
on X × I. As stated above, if ν ∈ Mk−1 and ν factors onto µ × λ,
then (Y, ν) and (X × I, µ × λ) are measure-theoretically isomorphic.
It follows that for any ν in Mk−1 we have

h(ν|X) = h(µ× λ|X) = 0,

so in particular hν(Rk|X) = 0. As we have noted earlier, hν(Rk|X)
is upper semicontinuous at ν, provided ν(∂R) = 0 for every R ∈
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Rk. This is the case for any ν since cylinders have no boundaries
at all. Therefore every measure in Mk−1 has a neighborhood where
hν(Rk|X) < εk. Mk−1 is compact and convex, so by choosing a finite
number of such neighborhoods covering Mk−1 we can simply assume
that there exists some convex neighborhood Vk of Mk−1 such that for
any measure ν ∈ Vk we have hν(Rk|X) < εk.

It is clear that the set Uk = Uk−1∩Vk has the properties (U1)-(U2).
We must now construct the system Yk whose invariant measures are
all in Uk, also making sure to satisfy the requirement (Y2). In other
words, we must ensure that every measure on Yk must be close (in the
space MS(Yc)) to some measure on Yk−1 that factors onto a product
measure on X × I. To this end we will employ the following lemma:

Lemma 3.2. For any measure µ on X and any neighborhood U of
µ × λ in M(X × I) there exists a neighborhood Uµ of µ in M(X),
an irrational rotation Rµ of the one-dimensional torus and a number
Nµ such that for any (x, t) ∈ X × I and any n > N the condition
Mn(δx) ∈ Uµ implies that Mn(δ(x,t)) ∈ U , where the averaging in the
product is with respect to the map T ×Rµ.

Proof: First note that for any measure µ in MT (X) there exists
an irrational rotation Rµ disjoint from µ (i.e. the only (T × Rµ)-
invariant measure on X × I with marginals µ and λ is µ × λ). In-
deed, if µ is an ergodic measure and eα2πi is not its eigenvalue, then
the rotation of the circle by α is disjoint from µ. Since an ergodic
measure has at most countably many eigenvalues, for any ergodic
µ there exist at most countably many rotations that are not dis-
joint from µ. If µ is not ergodic, denote its ergodic decomposition
by ξ (ξ is a measure on the set Me

T (X) of ergodic measures on X)
and consider the product Me

T (X) × I with the measure ξ × λ. The
set

{
(ν, α) : eα2πi is an eigenvalue of ν

}
is a measurable subset of the

product and has measure 0 (because all its vertical sections are count-
able), so almost every horizontal section of this set has measure 0.
Therefore there exists an α such that the measures for which eα2πi

is an eigenvalue have zero mass in the ergodic decomposition of µ.
Setting Rµ to be the rotation by α we obtain a rotation disjoint from
µ.

Suppose the statement of the lemma is not true. Then there exists
a sequence of measures Mn(δ(xn,tn)) such that Mn(δxn) converge to µ
yet the Mn(δ(xn,tn)) all lie outside U (remember that the averaging
in X × I is with respect to T × Rµ). Choose the limit ν of some
subsequence of Mn(δ(xn,tn)). It is a T ×Rµ-invariant measure which is
outside U and whose marginals are µ (being the limit of Mn(δxn)) and
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λ (being the only Rµ-invariant measure on I). But the only T × Rµ-
invariant measure with marginals µ and λ is µ× λ, which is in U – a
contradiction. ¥

As the open set Uk contains the closed convex set Mk−1, there
exists some number ε such that the convex ε-neighborhood of Mk−1

is contained in Uk. From Fact 2.3 we obtain numbers δ and j such
that if two measures differ by no more than 2δ on all j-rectangles,
then the distance between them is less than ε. We can assume that
j > jk−1 (increasing j if necessary). For any measure µ on X the
partition Apj

Fj
has boundaries of measure µ× λ equal to 0. Therefore

there exists a neighborhood U of µ×λ in M(X×I) such that if ν ∈ U
then |ν(A)− µ× λ(A)| < δ for every A ∈ Apj

Fj
. Applying lemma 3.2

to U , we obtain for every µ ∈ MT (X) an open set Uµ around µ in
M(X). Out of these we select a finite family W of measures such that
the union of Uµ for µ ∈ W covers MT (X) in M(X). The union of
this cover is an open set in M(X). There exists a jk > j for which pjk

is so large that every measure of the form Mpjk
(δx) is in Uµ for some

µ ∈ W (we are using Fact 2.2). We can also assume that pjk
is larger

than the number Nµ of Lemma 3.2 for all µ ∈ W.
Now, let C be any jk-rectangle in Yk−1. Choose a pair (xC , tC) from

the interior of the fundamental jk-cell whose closure is πk−1(C) (the
cell is guaranteed to have nonempty interior, because the partition is
generated by graphs of continuous functions) and a measure µC ∈ W
such that Mpjk

(δxC ) belongs to UµC . Recall that the fundamental
j-cells partition the set (X0 × Gj) × I, which is invariant under the
map (T × RµC )pj . Thus (xC , tC) has a name under the action of
(T × RµC )pj on (X0 × Gj) × I with respect to the partition into the
fundamental j-cells. Take the initial block of length q =

pjk
pj

of this
name. It is an ordered list of q fundamental j-cells, each associated
with a unique j-rectangle in Yk−1, so we have a sequence of j-rectangles
D1, . . . , Dq . Observe that the number of times at which a j-rectangle
D occurs in this list equals the number of times at which (xC , tC)
visits πk−1(D) under the action of (T × RµC )pj . This number equals
pjk

Mpjk
(δ(xC ,t))(πk−1(D)). By Lemma 3.2,
∣∣∣Mpjk

(δ(xC ,t))(πk−1(D))− (µC × λ)(πk−1(D))
∣∣∣ < δ,

therefore the number of occurrences of D equals pjk
(µC×λ)(πk−1(D))±

pjk
δ, a fact that we will use later.
We now define the image C under Φk as follows: In rows 1 through

j it has the ordered list of j-rectangles D1, . . . , Dq described above and
in rows j + 1 through jk it retains the contents of C. Observe that
Φk(C) satisfies the column condition (the column condition concerns
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pairs of symbols in one column, so it makes sense for rectangles as
well as arrays). To verify this, we only need to check that every set
corresponding to a symbol in row j + 1 of Φk(C) is contained within
ηj of the corresponding set above it in row j; any other pair of of
symbols (one above another) appears already in Yk−1, so it satisfies
the column condition by the inductive assumption. For each n ≤ pjk

,
the symbols Cj,n and Cj+1,n treated as sets in the product space X×I
contain the image of (xC , tC) under the composition of n transforma-
tions, each being a product of T with some rotation or identity. Thus,
their projections onto X both contain Tn(xC). Since the intersection
of these projections is nonempty and the projection π(1)(Cj+1,n) has
diameter smaller than ηj+1, its 2ηj+1-neighborhood must be entirely
contained in the 2ηj-neighborhood of π(1)(Cj,n).

The idea of the construction of the code Φk is shown on the figure
below. The bases of the three large rectangles are the sets X0 ×
Gj , T (X0 × Gj), . . . , T pj−1(X0 × Gj). For simplicity, we imagine the
transformation T as the rigid translation between these sets, except
on the last one, which is mapped somehow to X0 × Gj . The large
rectangles are Cartesian products with I. The family Fj consists,
in this example, of the characteristic functions of T i(X0 × Gj) (i =
0, 1, 2) and of two more functions. The partition AFj of X × I is
labeled {0, 1, . . . , 9}. The resulting fundamental j-cells are labeled
047, 048, . . . , 359 (these are our j-rectangles). The fundamental jk-
cell in X × I corresponding to the selected jk-rectangle C is shown
in gray (with pieces of the enclosing functions from Fpjk

jk
)) and the

point (xC , tC) is inside. The jth row of C is obtained by reading the
labels of the fundamental j-cells along the trajectory of (xC , tC) for
q iterates of (T × id)pj (the black dots). In this example it starts
with |057|257|258|258|057| . . . . The code Φk changes this row (and
the ones above) by following (xC , tC) under the action of (T ×Rµc)pj

(the gray dots). In this example the jth row of Φk(C) begins with
|057|357|359|258|157| . . . . Notice that the projection of the nth symbol
in both names contains the point Tn(xC).

For any point y ∈ Yk−1 define its image, Φk(y), by replacing its
every jk-rectangle C with Φk(C). The column condition and the fact
that Φk preserves rows from j onwards ensure that Φk(y) is still in Yc

and that the condition (Y2) is satisfied.
We will now verify the condition (Y1) – that all invariant measures

on Yk are in Uk. Let ν be such a measure. By Fact 2.1, for any
n the closure of the convex hull of the measures {Mn(δy); y ∈ Yk}
contains ν. In other words there exist points y1, . . . , yN and coefficients
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Figure 2: The code Φ

α1, . . . , αN ∈ (0, 1) such that
∣∣∣∣∣ν(D)−

N∑

i=1

αiMn(δyi)(D)

∣∣∣∣∣ < δ (3.1)

for all j-rectangles D.
For any y and any set D the measures Mn(δy)(D) and Mn(δTy)(D)

differ by at most 1
n (thus they are arbitrarily close for large n) and

this proximity is preserved by convex combinations. Therefore, if we
choose n large enough, we can simply assume (replacing yi with its
image by at most pjk

applications of S) that πk(yi) ∈ (X0 × Gjk
)

for all i, i.e. that each yi has a jk-rectangle starting at coordinate 0.
Furthermore, we shall pick an n that is a multiple of pjk

.
For a given i ∈ {1, . . . , N} and for any j-rectangle D the number

Mn(δyi)(D) is 1
n times the number of occurrences of D in the block

B consisting of the first n coordinates of yi in rows 1 through j. This
block B forms the first j rows of a concatenation of jk-rectangles
Φk(C1), . . . ,Φk(CQ). We know that the number of occurrences of D
in any Φk(C) is pjk

(µC × λ)(πk−1(D)) ± pjk
δ. Therefore the total

number of occurrences of D in B is

NB(D) =
Q∑

q=1

(
pjk

(µCq × λ)(πk−1(D))± pjk
δ
)

=

= pjk




Q∑

q=1

(µCq × λ)(πk−1(D))


±Qpjk

δ.
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Therefore, if we set µi = 1
Q

∑Q
q=1 µq, we can write

NB(D) = Qpjk
(µi × λ)(πk−1(D))±Qpjk

δ.

But Qpjk
= n, since it is simply the length of B. So, the above

statement is equivalent to

|NB(D)− n(µi × λ)(πk−1(D))| < nδ

Dividing this by n we see that

|Mn(δ(yi))(D)− (µi × λ)(πk−1(D))| < δ,

for all i and all D. Taking convex combinations we obtain the estimate
∣∣∣∣∣

(
N∑

i=1

αiMn(δyi)

)
(D)−

((
N∑

i=1

αiµi

)
× λ

)
(πk−1(D))

∣∣∣∣∣ < δ,

Let µ = αi
∑N

i=1 µi and let ν ′ be the (unique) measure in Mk−1 that
factors onto µ × λ on X × I. As remarked above, since j > jk−1,
any point y ∈ Yk−1 belongs to the j-rectangle D if and only if πk−1(y)
belongs to the set πk−1(D) which is the closure of a fundamental j-cell.
But this means that ν(D) = (µ× λ)(πk−1(D)), and thus

ν ′(D) = (µ× λ)(πk−1(D)) =

((
N∑

i=1

αiµi

)
× λ

)
(πk−1(D)).

Therefore for any j-rectangle D

∣∣∣∣∣

(
N∑

i=1

αiMn(δyi)

)
(D)− ν ′(D)

∣∣∣∣∣ < δ,

Combining this with equation 3.1, we conclude that
∣∣ν(D)− ν ′(D)

∣∣ < 2δ

for all j-rectangles. By our choice of j and δ, d∗(ν, ν ′) < ε, which
means that ν ∈ Uk, as requested in (Y1).

Now, having obtained the sequence of the Yk’s, we define

Y =
∞⋂

m=1

∞⋃

k=m

Yk.

In other words, Y is the set of all points y such that y = limk yk,
yk ∈ Yk. It is easy to see that this is a closed subsystem of Yc and
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an extension of X. The important observation is that any invariant
measure ν on Y is in every Uk. This follows from the same argument
as the one used to show that the invariant measures on Yk are in Uk,
since this argument depended only on the properties of jk-rectangles
and Y contains no jk-rectangles that did not occur in Yk.

To show that Y is a principal extension of X we need to show
that the conditional entropy of Y with respect to X is 0 for every
measure ν ∈ Ms(Y ). For any k > 0 and for any k′ > k we have
hν(Rk|X) ≤ hν(Rk′ |X), since Rk′ Â Rk. On the other hand, since ν
is in the set Uk′ , we know that hν(Rk′ |X) < εk′ . It follows that for any
k′ > k hν(Rk|X) < εk′ , and thus hν(Rk|X) = 0. Thus we conclude
that hν(Y |X) = 0.
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