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Abstract

Recently, Nowotarski et al. (2013) have found that wavelet-based models for the long-term seasonal component (LTSC) are not only better in extracting the LTSC from a series of spot electricity prices but also significantly more accurate in terms of forecasting these prices up to a year ahead than the commonly used monthly dummies and sine-based models. However, a clear disadvantage of the wavelet-based approach is the increased complexity of the technique as compared to the other two classes of LTSC models, which may render it too complicated for practitioners. To facilitate this problem, we propose here a much simpler, yet equally powerful method for identifying the LTSC in electricity spot price series. It makes use of the Hodrick-Prescott (HP) filter, a widely-recognized tool in macroeconomics.
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1. Introduction

A fundamental issue in the process of building stochastic models for electricity spot prices is the treatment of trends and seasonality in the data (Bierbrauer et al., 2007; Janczura et al., 2013). It is well known that no matter from which market it originates, the electricity spot price exhibits seasonality on the daily, weekly and – to some extent – on the annual level. While for short-term horizons of a few minutes to a few days ahead the latter may be ignored and the focus is on the daily and weekly seasonalities, in the mid-term (a few days up to a few months ahead) the daily profile becomes irrelevant as most models work with average daily prices, but the long-term seasonal component (LTSC) plays a crucial role. Its misspecification can introduce bias or artificial price variability. This may result in a bad estimate of the mean reversion level or of the price spike intensity and severity; consequently, in underestimating risk and even in incurring financial losses (Trück et al., 2007; Weron, 2014).

The annual seasonality is present in electricity spot prices due to changing weather conditions throughout the year. However, in most markets it is dominated by a more irregular cyclic component, dependent on macroeconomic variables (like fuel prices and economic growth) and long-term weather trends (e.g. lower than historical precipitation or temperatures). In the time series literature this would be called a trend-cycle component, in electricity price modeling it is
rather referred to as a trend-seasonal or seasonal component, to reflect the underlying annual seasonality. In the energy economics literature there are essentially three approaches to modeling the LTSC:

- piecewise constant functions or dummies, possibly combined with a linear trend (see e.g. Fanone et al., 2013; Fleten et al., 2011; Gianfreda and Grossi, 2012; Haugom and Ullrich, 2012; Higgs and Worthington, 2008),
- sinusoidal functions or sums of sinusoidal functions of different frequencies (see e.g. Benth et al., 2012; Bierbrauer et al., 2007; De Jong, 2006; Keles et al., 2012; Weron, 2008),
- wavelets (see e.g. Conejo et al., 2005; Janczura and Weron, 2010, 2012; Schlüeter, 2010; Stevenson et al., 2006; Weron, 2006) or other nonparametric smoothing techniques (like Friedman’s supersmoother, see Bordignon et al., 2013).

In an extensive study on the estimation and forecasting of the LTSC, Nowotarski et al. (2013) considered a battery of over 300 models from the above three classes. They found that the wavelet-based models were not only better in extracting the LTSC from a series of spot electricity prices but also significantly better in terms of forecasting these prices up to a year ahead than the commonly used monthly dummies and sine-based models. However, a clear disadvantage of the wavelet-based approach – not mentioned in the cited paper – is the increased complexity of the technique as compared to the other two classes of LTSC models. The lack of ready-to-use software codes for computing the wavelet transform in a number of programming and forecasting environments may render the wavelet-based approach too complicated for practitioners.

To facilitate this problem, we propose here a much simpler, yet equally powerful method for identifying the LTSC in electricity spot price series. It makes use of the Hodrick-Prescott (HP) filter, a widely-recognized tool in macroeconomics. Although the filter was initially designed for a somewhat different purpose, it proves to work quite well in the context of electricity markets. In Section 2 we describe the method, then in Section 3 we perform an empirical exercise to show the effectiveness of the HP filter in extracting the LTSC of electricity spot prices. Finally, in Section 4 we conclude.

2. The Hodrick-Prescott filter and electricity spot prices

The approach we advocate here is based on the so-called Hodrick and Prescott (1980, 1997) filter. The HP filter was originally intended for decomposing the series of GDP values into a long-term growth component and a cyclical component. The mechanics of the filter are, however, universal – split the series into two parts, a smooth and a volatile one. In macroeconomics the smooth part corresponds to long-term growth and the volatile part to the business cycle. In the context of electricity markets we may interpret the smooth part as the long-term (trend-)seasonal component and the volatile part as the stochastic component.

The filter is a non-parametric method, which returns a smoothed series $\tau_t$ for a noisy (or volatile) input series $y_t$. Values $\tau_t$ are chosen as to solve the following minimization problem:

$$\min_{\tau_t} \left\{ \sum_{t=1}^{T} (y_t - \tau_t)^2 + \lambda \sum_{t=2}^{T-1} \left[ (\tau_{t+1} - \tau_t) - (\tau_t - \tau_{t-1}) \right]^2 \right\}.$$  \hspace{1cm} (1)
The first sum is the punishment for deviating from the original series and the second is the punishment for roughness of the smoothed series. The larger the value of $\lambda$, the higher is the latter penalty. For technical issues behind the method we refer to the original paper of Hodrick and Prescott (1997) and the quite rich literature devoted to the filter. The filter is readily available in many econometric and statistical software environments. For instance, in Matlab the function to compute the HP filter ($hpfilter.m$) is part of the Econometric Toolbox. It is also straightforward to implement it in most programming languages.

3. Empirical evidence

Let us now investigate the performance of the HP filter in the context of electricity markets. We first illustrate the effects of applying the filter for different values of smoothing parameter $\lambda$. In Figure 1 we plot the original price series from the European Energy Exchange (EEX, Germany) together with three sample fits of the Hodrick-Prescott filter for different values of $\lambda$. Apparently, the HP filter can approximate the trend-seasonal pattern as closely as needed. We must therefore find a way to choose a proper smoothing parameter; note that an analogous problem is faced when choosing the level of the wavelet decomposition, see e.g. Nowotarski et al. (2013). Hodrick and Prescott (1997) provide a rough estimate of the optimal smoothing parameter and argue that the results are not very sensitive to the parameter’s value. However, they work with quarterly and annual macroeconomic data and the value of $\lambda$ for higher-frequency data has to be chosen differently.

To find which $\lambda$’s perform best for datasets typically encountered in mid-term modeling, i.e. for lead times measured in months, we apply the HP filter to 3- to 8-year long daily spot price series from three markets (EEX, Nord Pool and PJM) and compare the fits with those obtained by applying two state-of-the-art LTSC models:

- A wavelet smoother based on the Daubechies wavelet family of order 24 and 5, 6, 7 or 8
levels of decomposition, i.e. \( S_5, S_6, S_7 \) and \( S_8 \) approximations, respectively; for details see Janczura et al. (2013) or Nowotarski et al. (2013).

- A sine of a 365 day period combined with an exponentially weighted moving average and smoothing parameter 0.975 (‘sin-EWMA’; as suggested by De Jong, 2006). For implementation details see also Janczura et al. (2013).

We find that the value of \( \lambda \) that minimizes squared differences between the HP filter LTSC and the wavelet or sin-EWMA LTSC varies from roughly \( 5 \cdot 10^4 \) to roughly \( 5 \cdot 10^7 \), depending on the smoothness of the latter. In the second part of the empirical exercise we therefore decide to use seven different \( \lambda \)'s spanning this range: \( 5 \cdot 10^4, 1 \cdot 10^5, 5 \cdot 10^5, 1 \cdot 10^6, 5 \cdot 10^6, 1 \cdot 10^7 \) and \( 5 \cdot 10^7 \).

We now check whether the HP filter is able to correctly identify the seasonal pattern. Obviously, we do not know the true seasonal pattern and hence we take an approach similar to that of Janczura et al. (2013). Namely, we apply the following simulation procedure:

1. Estimate the LTSC of a given empirical series of spot prices using a chosen technique (called the input technique in Table 1) and divide the series into stochastic and trend-seasonal components.
2. Using the stochastic component identified in step 1, estimate the parameters of a three state Markov-regime switching (MRS) model, see Janczura and Weron (2010) or Nowotarski et al. (2013) for details.
3. Simulate \( N = 1000 \) trajectories of the stochastic component estimated in step 2 and add them to the LTSC estimated in step 1, to obtain 1000 artificial (i.e. simulated) trajectories resembling the spot price series.
4. Use a HP filter with a chosen \( \lambda \) (called the identification technique in Table 1) to identify the seasonal pattern in the artificial trajectories generated in step 3.
5. Compute the squared differences (i.e. mean squared errors, MSE) between the estimated seasonal pattern from step 4 and the original, seasonal pattern identified in step 1.

We repeat this exercise for three markets (Nord Pool, EEX and PJM; see also Figures 1 and 2) using different input techniques (wavelets with 5, 6, 7 and 8 levels of decomposition and a combination of sines and exponential smoothing) as well as different identification techniques (seven HP filters with \( \lambda \) ranging from \( 5 \cdot 10^4 \) to \( 5 \cdot 10^7 \) and the four original input techniques). A sample simulated trajectory from step 3 together with the ‘true’ \( S_6 \) wavelet-based LTSC and the HP filter-based LTSC for \( \lambda = 5 \cdot 10^5 \) is presented in Figure 2. We compare the average squared differences between the HP-based and the ‘original’ LTSC (see step 1 above) in Table 1. Note that not always the input technique turns out to be the best identification technique. This is especially true for the poorly performing sin-EWMA LTSC.

As we can see, the Hodrick-Prescott filter proves to be a good method of extracting the long-term (trend-)seasonal component from the data. For all analyzed markets and input techniques the best fit is obtained either by the input technique itself or by one of the HP filters. There seems to be a relatively universal relation between the optimal smoothing parameter (\( \lambda \)) and the level (\( k \)) of the wavelet decomposition used as the input technique: a HP filter with \( \lambda \approx 5 \cdot 10^{k-1} \) roughly corresponds to the \( S_k \) wavelet approximation.
Moreover, the HP filter seems to be more robust than wavelet smoothing. For instance, if we believe that the true LTSC can be well approximated by the $S_6$ wavelet approximation, we may either use the $S_6$ approximation itself or a HP filter with $\lambda \approx 5 \cdot 10^5$. However, if our assumption is incorrect and the true LTSC is better described by, say, the $S_5$ wavelet approximation, the fit of the HP filter will probably be closer to the true LTSC than the fit of the $S_6$ approximation, as can be seen in Table 1. This robustness is a very important feature because in practice we do not know the true shape of the LTSC.

4. Conclusions

In this paper we propose a simple tool for identification of the long-term (trend-)seasonal component (LTSC) in time series of daily electricity spot prices. We argue that the filter proposed by Hodrick and Prescott (1997) for growth-cycle GDP decomposition can be successfully used in the context of electricity markets. The method is simple and allows for an accurate identification of the seasonal pattern. In terms of flexibility (i.e. ability to yield a smooth and relatively accurate fit to various spot price time series) it is comparable to the wavelet-based LTSC. In terms of computational complexity it is far superior.

In the forecasting context it shares the advantages (flexibility) but also the drawbacks (extrapolation problems, choice of parameters) of the wavelet approach. However, as Nowotarski et al. (2013) have recently shown, extrapolation problems can be easily overcome. Computing a wavelet smoother for a spot price signal extrapolated into the future with a deterministic function linearly or exponentially decaying to the median spot price in the calibration period yields more accurate forecasts of the LTSC than an extrapolation of monthly dummies or a sine-based LTSC. Exactly the same procedure can be applied for the HP filter. Moreover, having only one free parameter ($\lambda$) the HP filter is easier to use and less prone to overfitting than wavelet techniques, where the number of ‘parameters’ is much richer and includes the decomposition level and the wavelet fam-
Table 1: The mean squared errors (MSE) between the ‘original’ LTSC (Input technique) and the estimated LTSC (Identification technique). The values are expressed as percentage surplus over the minimum MSE for a particular input technique, i.e. zero means that the technique performed best, while any value $x\%$ greater than zero means that a particular technique had MSE $x\%$ higher than the best technique. All values under 15% are emphasized in bold. Note that not always the input technique turns out to be the best estimation technique.

<table>
<thead>
<tr>
<th>Input</th>
<th>HP filter-based ($\lambda = \ldots$)</th>
<th>Wavelet-based</th>
<th>Sine-based</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$5 \cdot 10^4$</td>
<td>$1 \cdot 10^5$</td>
<td>$5 \cdot 10^5$</td>
</tr>
<tr>
<td><strong>Nord Pool market (3 years: 2011-2013)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$S_5$</td>
<td>41%</td>
<td>78%</td>
<td>156%</td>
</tr>
<tr>
<td>$S_6$</td>
<td>42%</td>
<td>24%</td>
<td>0%</td>
</tr>
<tr>
<td>$S_7$</td>
<td>93%</td>
<td>67%</td>
<td>21%</td>
</tr>
<tr>
<td>$S_8$</td>
<td>272%</td>
<td>229%</td>
<td>143%</td>
</tr>
<tr>
<td>Sine</td>
<td>51%</td>
<td>35%</td>
<td>7%</td>
</tr>
<tr>
<td><strong>EEX market (5 years: 2006-2010)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$S_5$</td>
<td>12%</td>
<td>37%</td>
<td>132%</td>
</tr>
<tr>
<td>$S_6$</td>
<td>10%</td>
<td>0%</td>
<td>22%</td>
</tr>
<tr>
<td>$S_7$</td>
<td>96%</td>
<td>66%</td>
<td>14%</td>
</tr>
<tr>
<td>$S_8$</td>
<td>226%</td>
<td>178%</td>
<td>92%</td>
</tr>
<tr>
<td>Sine</td>
<td>21%</td>
<td>8%</td>
<td>0%</td>
</tr>
<tr>
<td><strong>PJM market (8 years: 2001-2008)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$S_5$</td>
<td>0%</td>
<td>14%</td>
<td>75%</td>
</tr>
<tr>
<td>$S_6$</td>
<td>15%</td>
<td>2%</td>
<td>8%</td>
</tr>
<tr>
<td>$S_7$</td>
<td>102%</td>
<td>80%</td>
<td>24%</td>
</tr>
<tr>
<td>$S_8$</td>
<td>297%</td>
<td>237%</td>
<td>129%</td>
</tr>
<tr>
<td>Sine</td>
<td>28%</td>
<td>14%</td>
<td>0%</td>
</tr>
</tbody>
</table>

ily and order. Finally we note that we cannot point to a single, optimal value of the smoothing parameter. However, if we were to suggest one value then $\lambda = 5 \cdot 10^5$ would be a reasonable rule of thumb. Our empirical study indicates that such a value of the smoothing parameter yields a good performance across a wide range of datasets.
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